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MOTIVATION




Motivation

In 2012, worldwide digital healthcare data was estimated to
be equal to 500 petabytes and is expected to reach 25,000
petabytes in 2020

Can we learn from the past to become better in the future?
Healthcare Data is becoming more complex !!

The problem :
Milllions of reports, tasks, incidents, events, images, ...
Complete availability
Lack of protocols and structure
Organization oriented processes

Need of patient oriented processes - information



From Mckensey: big data in health report
2013

From physicians judgment to evidence-based medicine

Standard medical practice is moving from relatively ad-
hoc and subjective decision making to evidence-based
healthcare

Is the health-care industry prepared to capture big data’s
full potential, or are there roadblocks that will hamper its
use?

Holistic, patient-centered approach to value, one that
focuses equally on health-care spending and treatment
outcomes.



ELECTRONIC HEALTH

RECORDS (EHR)
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o
EHR adoption

Figure 1. Percentage of office-based physicians with EMR/EHR systems: United States, 2001-2010 and preliminary
2011-2012
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NOTES: EMR/EHR is electronic medical record/electronic health record. “Any EMR/EHR system” is a medical or health record system that is all or partially
electronic (excluding systems solely for billing). Data for 2001-2007 are from in-person Mational Ambulatory Medical Care Survey (MAMCS) interviews. Data
for 2008-2010 are from combined files (in-person NAMCS and mail survey). Data for 2011=2012 are preliminary estimates (dashed lines) based on the mail
survey only. Estimates of basic systems prior to 2006 could not be computed because some items were not collected in the survey. Data include nonfederal
office-based physicians and exclude radiologists, anesthesiologists, and pathologists.

SOURCE: CDC/NCHS, National Ambulatory Medical Care Survey, 2001-2012.



EHR Knowledge Extraction

- Electronic Health Records’ use has been increasing in the
last ten years.

- Digitalization of patients’ histories have led to enormous
data stores.

- Most hospitals do not take advantage of analytic
processes to improve patient care.
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BIG DATAIN THE HEALTH
DOMAIN




The average hospital (300 beds)

- 500.000 patients (reference population)

- 1300 users (250 physicians, 900 nurses and technicsian,
150 administrative tasks)
- Monthly activity:
- 20.000 consultations, 1300 admissions, 800 interventions 10.000
emergencies
- 75.000 annotations
- 25.000 reports
- 90.000 interdepartamental orders
- 450.000 lab results (analytical)
- 13.000 images analysis
- 24.000 pharmacological prescriptions



Hospital Management

- They require of solutions for
- cost-reduction policies.
- efficiency procedures.
- establishing share-risk policies
- Alarms
- Early prognosis and diagnosis
- Environmental, sensor, ... integration

- Use data and services of the cloud for comparison of data of other
hospitals/countries/.. for efficiency policies.



Goverment

support for cost-reduction policies
analysis of early detection of chronic diseases
analysis of diseases and the elderly

prediction of the evolution of diseases depending on clinical and
societal factors

sentiment analysis (user satisfaction) of policies, health care,

Impact of environmental factors on the evolution, prevalence
and .. of diseases

Impact of socio economic situation of people on the disease
evolution and impact on health costs

cloud based services for analysis of all the data generated in
different hospitals



Clinicians: evidence based medicine

- correlations, associations of symptoms, familiar antecedents,
habits, diseases

Impact of certain biomedical factors (genome structure, clinical
variables ) on the evolution of certain diseases

automatic classification of images (prioritization of RX images to
help diagnosis)

automatic annotation of images
natural language (google style) based diagnose aid tools



Researchers

- find early indicators of diseases
- design of clinical trials

- automatic search in bibliography using not only keywords but also
analyzing the text of the papers

- use of analytics services available on the web

- Use data and services of the cloud for in order to obtain knowledge
from of other hospitals/countries/...



Goal

Provide right intervention to the right patient at the right time

ACQUIRE,
PROCESS,
ANALYZE
UNDERSTAND

!

PREDICT



Goal

- Prediction will enable
- Personalized care to the patient.
- Early diagnose
- Lower cost
- Improved outcomes



Traditionally
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Process

Data
Acquisition

Data processing

Modelling

Validation

Apply



1st step: Data acquisition

- EHR:

- Structured data:
— Lab tests (LOINCR)
- Many lab systems still use local dictionaries to encode labs
- Diverse numeric scales on different labs
+ Missing data
— Clinical and demographic data (ICD): ICD stands for International
Classification of Diseases

- ICD is a hierarchical terminology of diseases, signs, symptoms, and procedure
codes maintained by the World Health Organization(WHO)

* Pros: Universally available
+ Cons: medium recall and medium precision for characterizing patients

- Non-structured data:
—~Images

—Clinical notes l




2nd step: analysis of the data

- Image annotation
- Natural language processing
- Integration



Genomic data
 DNA sequences

'[Clinical data |

- Structured EHR

- Unstructured
EHR

|+ Meaical images |

Behavior data

= Social network
data

= Mobility sensor
data




Standards

MeSH (Medical Subject Headings) - A thesaurus for indexing
articles for PubMed.

UMLS (Unified Medical Language System) - Integrates key
terminology among different coding standards.

SNOMED CT - Standard for clinical terminology.

DICOM (Digital Imaging and Communications in Medicine) -
Standard for processing medical images.

GS1 standards - Used to identify uniquely different medical
products.

LOINC (Logical Observation Identifiers Names and Codes) -
Standard for identifying laboratory and clinical observations.

RXNORM - Standard normalizing names for pharmacy & drugs
products.



Other resources

SEDOM provides on its webpage an abbreviations
dictionary with 4368 Spanish acronyms.

Medilexicon (http://www.medilexicon.com) - provides
more than 200,000 acronyms.

OBO Foundry (http://www.obofoundry.org) - provides
several biological and biomedical ontologies.

As well as BFO (http://www.ifomis.org/bfo) - which
provides basic ontologies.

CIMI
(

From Mayo clinic provides a Modeling initiative.


http://informatics.mayo.edu/CIMI/index.php/Main_Page
http://informatics.mayo.edu/CIMI/index.php/Main_Page
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MEDICAL IMAGE DATA




- By 2015, the average hospital will
have two-thirds of a petabyte of
patient data, 80% of which will be
unstructured image data like CT
scans and X-rays.

http://medcitynews.com/2013/03/the-body-in-bytes-
medical-images-as-a-source-of-healthcare-big-data-
Infographic/

The Body as a Source

of Blg Data

Today mmqe mmuwmuwm se=a pw-m complete story of care. make the




Most frequent

ComputedTomography (CT), X-Ray, Positron
Emission Tomography (PET)

The main challenge with the image data is that it is not
only huge, but is also high-dimensional and complex.

Extraction of the important and relevant features is a
daunting task.




PET/CT

Positron Emission Tomography (PET) and Helical CT

PET detects area of increased metabolic activity as indicated
by uptake of radioactive glucose (tumor, infection)

PET data is usually “fused” with CT data to produce an image
showing increased glucose uptake superimposed upon the
exquisite anatomic detail of helical CT

Some example of cancers evaluated with PET:
Lung
Lymphoma
Melanoma
Colorectal
Breast
Esophagus
Head and Neck



Technical Challenges

- Imaging Physics - better images by
- Detector design

— Spatial resolution
— Sensitivity

- Radiochemistry - better tracers (PET imaging)

- Image processing

— Corrections for physical effects

— Multimodal image fusion
— Image reconstruction algorithms

- Data Analysis = better interpretation of images




Lung carcinoma

PET CT Review pet ct 1538 PETCTHNLA
Splash Zoom Pan Regions 209518 5/8/20083 9:28




Breast carcinoma

PET FUSION CENTER
TED && DENISE

PET Transaxials

# 4 O

Fused image PET



Metadata Structure

Freamble

v

Frefix

Header

Data Elerment

v

128 bytes

4 bytes (four characters: “DICM”)

Data Set Element

Data Element

Data Element

Data Elerment

Data Element

Data Element

v

Tag
4 bytes

VR
2/4 b¥tes

Valuelength
2/4 bytes

(VL) Value Field (VF

defined by VL

optional field - dependent on

negotiated Transfer Syntax

Data Set Data Element Tag: 4 bytes, hexadecimal, group (2 bytes),

elements(2 bytes)

Value Represention (VR): optional, 2 or 4 bytes, character,
depends on transfer syntax
Value Length (VL): 2or 4 bytes, long integer, defines value
field length, dependent on VR
Value Field (VF): length is defined by VL, format is defined
explicitly by VR or implicitly
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Metadata Structure

e 0o @ Meta-Data: /[Volumes/HD/Users/angel/Documents fMATLAB/LiverDetection/images /BNGR461025916010/TORAX 2.0 B31f - 3/IM-0002-0201-0001.dcm (515 KB}

: ‘; i ‘__ . * . @ @ [AF%J 8Imag-eIOStudvl . ) . " (Q- searlch str_i-n.q.

Field Name | Tag | Content
¥ DICOMObject
MetaElementGrouplength 0002,0000 190
FileMetalnformationVersion 0002,0001 OxD0O01
MediaStorageSOPClassUID 0002,0002 1.2.840.10008.5.1.4.1.1.2
MediaStorageSOPInstanceUlD 0002,0003 1.3.12.2.1107.5.1.4.55395.30000014033106522879600036815
TransferSyntaxUID 0002,0010 1.2.840.10008.1.2.1
ImplementationClassUlD 0002,0012 | 1.2.276.0.7238010.5.0.3.5.4
ImplementationVersionName 0002,0013 OSIRIX
SpecificCharacterSet 0008,0005 ISC_IR 100
» ImageType 0008,0008  ORIGINAL\PRIMARY\AXIAL\CT_SOM5 SPI
SOPClassuUlD 0008,0016 1.2.840.10008.5.1.4.1.1.2
SOPInstanceUID 0008,0018 1.3.12.2.1107.5.1.4.55395.30000014033106522879600036815
StudyDate 0008,0020 20140331
SeriesDate 0008,0021 20140331
AcquisitionDate 0008,0022 20140331
ContentDate 0008,0023 20140331
StudyTime 0008,0030 170138.171000
SeriesTime 0008,0031 171848.686999
AcquisitionTime 0008,0032 171742.624182
ContentTime 0008,0033 171742.624182
AccessionMumber 0008,0050 OQL1HL7ODO1652835
Modality 0008,0060 CT
Manufacturer 0008,0070  SIEMENS
InstitutionMName 0008,0080 HPH
InstitutionAddress 0008,0081  Street
ReferringPhysiciansName 0008,0090 I
StationMame 0008,1010 CT55395
StudyDescription 0008,1030 ToraxATORAX_ABDOMEN_RUTINA (Adulto)
F ProcedureCodeSequence 0008,1032 71006\ IWM\VB30A\TC DE TORAX/ABDOMENM/PELVIS CON CONTRASTE
SeriesDescription 0008,103e TORAX 2.0 B31f
PhysiciansofRecord 0008,1048 I
PerformingPhysiciansName 0008,1050 ,




Methodology for image processing

- Overall process of image mining

Mining of
vectors and
acquire high

level
knowledge

Extracting
Data multi-

Preprocessing dimensional
feature vectors




Methodology for image processing

1. Data pre-process
- Calibration: (depending on the device registering the image)
- Clean up the noise. (noisy pixels)
- Registration (check the stack of images)

2. Extracting multi-dimensional feature vectors

- Segmentation Algorithm. Search for homogenous voxels

- Super-Voxels have to be characterized using low-level features
selection
— Spectral-> digital levels
— Shape ->compactness,..
— Textural=> smooth, ...
— Context—> neighborhood supervoxels
— Spatial relationship = up/down,left/right



Methodology for image processing

3. Mining of vectors and acquire high level knowledge
— Image annotation
— Indexing and retrieval



Methodology: Image annotation

Image annotation

- Classical approach - manual annotation. It is impractical to
annotate a huge amount of images manually

- Second approach - content based image retrieval (CBIR), where
Images are automatically indexed and retrieved with low level
content features like color, shape and texture

- Third approach of image retrieval is the automatic image
annotation



Methodology: Image annotation

Automatic image annotation

- Single labelling annotation using conventional classification
methods: methods (support vector machines (SVM), Artificial Neural
Networks, Decision Tree)

- There three types of AlA approaches:

- Single labelling annotation using conventional classification methods
(support vector machines (SVM), artificial neural network (ANN), and
decision tree (DT))

- Multi-labelling annotation - annotates an image with multiple concepts
using the Bayesian methods



Methodology: Image annotation

Automatic image annotation

- Single labelling annotation using conventional classification

methods: methods (support vector machines (SVM), Atrtificial
Neural Networks, Decision Tree)

- Binary classification > Tumor / non-tumor cell



Methodology: Image annotation

Automatic image annotation

- Multi-labelling annotation - annotates an image with multiple
semantic concepts/categories using the Bayesian methods

- Concept of multi-instance multi-label (MIML) represents an image
with a bag of features or a bag of regions. The image is annotated
with a concept label if any of the regions/instances in the bag is
associated with the label. Then the image is annotated with multiple
labels



Methodology: Image annotation

Multi-labelling annotation
- Given a set of images {ll,lz,___,l N} from a set of given semantic

classes {Cl, Coyenny Cn}.
Bayesian models try to determine the posterior probability from the
priors and conditional probabilities
- Model of conditional approaches

— Non-parametric

— Parametric



Methodology: Image annotation

Model of conditional approaches

- Non-parametric. No prior assumption about the distribution of the
Image features is considered. The actual feature distribution is
learned from the features of the training samples using certain
statistics.
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Automated image annotation: non-
parametric approach
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Fig. General Bayesian annotation model

Source: D. Zhang, M. M. Islam, and G. Lu, “A review on automatic image annotation
techniques,” Pattern Recognition, vol. 45, no. 1, pp. 346—362, Jan. 2012.



Methodology: Image annotation

Model of conditional approaches

- Parametric. The feature space is assumed to follow a certain type
of known continuous distribution. Therefore, the conditional
probability is modelled using this feature distribution and it is
usually modelled as a multivariate Gaussian distribution.



Methodology: Image annotation
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Contrast of different annotation methods.

Annotation Pros Cons
method
SVM Small sample, optimal Single labelling, one
class boundary, non-linear  class per time, expensive
classification trial and run, sensitive to
noisy data, prone to
over-fitting
ANN Multiclass outputs, non- Single labelling,
linear classification, robust  sub-optimal, expensive
to noisy data, suitable for training, complex and
complex problem black box classification
DT Intuitive, semantic rules, Single labelling,
multiclass outputs, fast, sub-optimal, need
allow missing values, pruning, can be unstable
handle both categorical
and numerical values
Non-parametric Multi-labelling, model Large number of
free, fast parameters, large
sample, sensitive to
noisy data
Parametric Multi-labelling, small Predefined distribution,

sample, good
approximation of
unknown distribution

expensive training,
approximated boundary



Methodology: Indexing and retrieval

Indexing and retrieval

- Two different frameworks
— Text-based
— Content-based
- Researh areas
- Low-level image feature extraction
- Similarity measurement
- Deriving high level sematic features



Methodology: Indexing and retrieval

- Levels of queries in CBIR:

Level 1: retrieval by primitive features (color, texture, spatial
location,...).- Eg.: “find pictures like this”

. retrieval o1 ODbjecCts o1 given type iaentiied oy

with some degree of logical inference.- Eg.:"find a picture of a flower”

Level 3: retrieval by abstract attributes (emotional, religious,..,
significance). Eg.: “find pictures of a joyful crowd”



Methodology: Indexing and retrieval

- Most current systems perform retrieval at level 2

— Low-level image feature extraction (global/regions) -
segmentation+characterization

— Similarity measure , 1r
 Distances between regions 2 d4d(x,Y) = (Z |x; — y.-l’)
- Distance at image level i=1

- One-one match: each region in the query image is only allowed to match one region in
the target image

+ Many-many match: each region in the query image is allowed to match more than one
region in the target image

+ Semantic gap reduction



Methodology: Indexing and retrieval

- Narrowing down the “semantic gap” techniques
— Object ontology to define high-level concepts
— Machine learning to associate low-level features with query concepts
— Relevance feedback to learn users’ intention
— Generating semantic template to support high-level image retrieval
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Methodology: Indexing and retrieval

Object- [Qualitative definition
| ontology | of high-level concept]
SVM, Bayesian
1= tmrmimamy q classifier, etc.
! Supervised '
. - learning . Decision Tree
Machine i i ecision
Legaming memmmm e s e.g., ID3, CART
ATTIH| ooy
! Unsupervised learning i
HN 4 k-means, NCut, LPC !
. I
fmrmem e .
— Re-weighting i
Relevancc ! ——————————————————————————— I
Feedback — 1 Query-point-movement i
s e s e |
— Machine learning in RF loop N
Semantic [Using templates (representative
| Template - features) to represent semantic classes]
WWW Image [Making use of both the textual
| Retrieval " information on the Web and the visual
feature of images]

Source: Y. Liu, D. Zhang, G. Lu, and W.-Y. Ma, “A survey of content-based image retrieval with high-level
semantics,” Pattern Recognition, vol. 40, no. 1, pp. 262-282, Jan. 2007.
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Methodology: Indexing and retrieval

« Object ontology to define high-level concepts

Object ontology
color position size shape
I
! - : o | |
{ Luminance i Green- E 1 blue-yellow E i wvertical horizontal {small {little
j (L) % | red(a) E { (b) F | axis axis medium oblong,
) h ' ' large } medium
oblong,
[very low {areen high {blue high { high { left very
low, green medium blue medium middle middle oblong )
medium, green low blue low low} right}
high none, none,
very high} red low yellow low
red medium yvellow medium
red high} yellow high)

Source: Y. Liu, D. Zhang, G. Lu, and W.-Y. Ma, “A survey of content-based image retrieval with high-level
semantics,” Pattern Recognition, vol. 40, no. 1, pp. 262-282, Jan. 2007.



Methodology: Indexing and retrieval

- Machine learning to associate low-level features with query
concepts

— Supervised learning
— Unsupervised learning
— Object recognition techniques



Methodology: Indexing and retrieval

- Relevance feedback to learn users’intention
— Typical scenario

1. The system provides initial retrieval results through query-by-example,
sketch, etc.

2. User judges the above results as to whether and to what degree, they are
relevant (positive examples)/irrelevant (negative examples) to the query.

3. Machine learning algorithm is applied to learn the user’ feedback. Then go
back to (2).



Methodology: Indexing and retrieval

Initial user query

Relevance feedback (example image

’ or keyword) RF loop
to learn users -

Intention g

h 4

Retrieval results
User
l‘ feedback

Labeled samples
(relevant/irrelevant

images)
'

Learning (adjusting
query parameters)

! .
;

Final retrieval results

Image database

Source: Y. Liu, D. Zhang, G. Lu, and W.-Y. Ma, “A survey of content-based image retrieval with high-level
semantics,” Pattern Recognition, vol. 40, no. 1, pp. 262-282, Jan. 2007.



Methodology: Indexing and retrieval

- Generating semantic template (ST) to support high-level image
retrieval

— ST is a map between high-level concept and low-level visual features
— Different levels of user interaction



TEXT PROCESSING




Clinical notes and reports

Clinical notes contain rich and diverse source of information

Clinical documents are a valuable source of information for detection and
characterization of outbreaks, decision support, recruiting patients for
clinical trials, and translational research.

They contain information regarding signs, symptoms, treatments, and
outcomes

Challenges for handling clinical notes
Ungrammatical, short phrases
Abbreviations
Misspellings
Semi-structured information:
Copy-paste from other structure source
Lab results, vital signs
Structured template:

Summary

Antecedents (relatives and therapeutical)

Tests.

judgement

treatment



NLP applied to EHR

Analysis of free text input from clinical reports and
patient’s history would improve healthcare.

There are several English-centric tools working towards
that goal:

v’ Mayo’s vSNOMED-CT
CTAKES v UMLS

v’ MetaMap v LOINC

v’ MedLee

v HiTex




Natural

Lan uadge Sentence : Part of Name
g g Detector Tokenizer Speech Chunker Entity

Processing

N\

Negation
Detection

Subject
Recogntion




NLP

Paciente varén de 62 afios con diagnostico de carcinoma estadio IV

Paciente varon de 62 afios con diagnostico de carcinoma estadio IV

Paciente varon de 62 afios con diagnéstico de carcinoma estadio IV
NN JJ IN NNNNS IN NN IN NN NN NN

Paciente varon de 62 afios con diagnéstico de carcinoma estadio IV
NP PP NP PP NP PP NP




NLP training

Annotated Corpus

OpenNLP requires to set the values for:

number of iterations: number of times the training procedure
should iterate when to find the best the model's parameters;

cut-off: number of times a feature must have been seen in
order to be considered into the model.

Training models:

The validation of all the models is done on the basis of a 10-fold
cross- validation with 80/20 split

precision, recall, accuracy, and F-Measure for trained models



Negation

- Patient’s medical records contain valuable clinical
Information.

- An important feature of the clinical narrative text is that it
commonly encloses negation concepts.

- According to Chapman et al. [1], around half of all clinical
conditions in narrative reports are negated.



e
NegEx

- Triggers:
— definiteExistence,
— definiteNegatedExistence,
— historical

- Scope
- Direction

scope

1\

Past history of pneumonia presenting today with cough and fever.

v v ooy

historical recent recent



Context analysis-Negation

Negation: e.g., ...denies chest pain...

NegExpander [1] achieves 93% precision on mammographic
reports

NegEX [2] uses regular expression and achieves 94.5% specificit
and 77.8% sensitivity

NegFinder [3] uses UMLS and regular expression, and achieves
97.7 specificity and 95.3% sensitivity when analyzing surgical notes
and discharge summaries

A hybrid approach [4] uses regular expression and grammatical
parsing and achieves 92.6% sensitivity and 99.8% specificity

1. Aronow DB, Fangfang F, Croft WB. Ad hoc classification of radiology reports. JAMIA 1999:393-411

2. Chapman et al. A simple algorithm for identifying negated findings and diseases in discharge summaries.
JBI 2001:301-10.

3. Mutalik PG, et al. Use of general-purpose negation detection to augment concept indexing of medical
documents: a quantitative study using the UMLS. JAMIA 2001:598-609.

4. Huang Y, Lowe HJ. A novel hybrid approach to automated negation detection in clinical radiology reports.
JAMIA 2007



ConText

ConText [1] an extension of the NegEXx that uses regular expressions
to detect the negation
determining whether clinical conditions mentioned in clinical reports are:
negated: ruled out pneumonia
Hypothetical: Patient should return if she develops fever
Temporality: historical or recent past history of pneumonia
Contextual: experienced by someone other than the patient: family history of
pneumonia
potential to substantially improve precision for information retrieval and
extraction from clinical records.

query for patients with a diagnosis of pneumonia may return false
positive records for which pneumoniais mentioned but is negated
experienced by a family member or occurred in the past .

[1] Henk Harkema, John N. Dowling, Tyler Thornblade, Wendy W. Chapman, ConText: An algorithm for determining
negation,experiencer, and temporal status from clinical reports, Journal of Biomedical Informatics, Volume 42, Issue 5,
October 2009, Pages

839-851, ISSN 1532-0464,



ConText

No history of fever but family history of diabetes

Fever Fever
Negation: affirmed Negation: negated
Experiencer: patient Experiencer: patient
Temporality: recent Temporality: historical

Diabetes Diabetes
Negation: affirmed Negation: affirmed
Experiencer: patient Experiencer: other
Temporality: recent Temporality: historical




ConText: Generating regular expressions

ConText is based on two types of terms triggers:

- The terms: terms indicating the clinical concept status:
— denied or affirmed,
— recent or historical
— experienced by the patient or otherwise

- In the scope of the term trigger.
- pseudo-trigger terms: Triggers terms resemble but do not work as
such terms
- two types of terms depending on their position regarding
the concept analyzed terms:
- Preconcept triggers and triggers postconcept terms.



ContEx

Negative

expression Extends NegEXx:

* uses regular expressions to

l identify the scope of trigger terms
that are indicative of negation
such as “no” and “ruled out.” Any
clinical conditions within the
scope of a trigger term are
marked as negated

« employs a different definition for

Identify trigger term the scope of trigger terms

« ConText identifies three
contextual values in addition to
NegEXx’s negation: hypothetical,
historical, and experiencer

Regular expression
generation

v
Break sentences

Negative

expression

Scope of a term

Update affected
terms




ConText: Generating regular expressions

ConText is based on two types of terms triggers:

- The terms: terms indicating the clinical concept status:
— denied or affirmed,
— recent or historical
— experienced by the patient or otherwise

- In the scope of the term trigger.
- pseudo-trigger terms: Triggers terms resemble but do not work as
such terms
- two types of terms depending on their position regarding
the concept analyzed terms:
- Preconcept triggers and triggers postconcept terms.



ConText: triggers

- |dentify all trigger terms:
- “no” and “denies,”
- for hypothetical, “if” and “should,”
- for historical, “history” and “status post,”
- and for other, “family history” and “mother’s.”

- The total number of trigger terms used by the current version of
ConText is: 143 for negated, 10 for historical, 11 for hypothetical,
and 26 for other



ConText: pseudo-triggers

pseudo-triggers

terms that contain trigger terms but do not act as contextual
property triggers

To avoid false positives, “History exam” is includedin the list of
pseudo-triggers for historical.

In the current version of ConText there are 17 pseudo-triggers for
negated (e.g., “no increase,” “not cause”), 17 pseudo-triggers for
historical (e.g., “social history,” “poor history”), four pseudo-triggers
for hypothetical (e.g., “if negative,” “know if"), and 18 pseudo-
triggers for other (e.g., “by her husband,” “by his brother”)



Algorithm

Mark up all trigger terms, pseudo-trigger terms, and
termination terms in the sentence.

Iterate through the trigger terms in the sentence from left

to right:
If the trigger term is a pseudo-trigger term, skip to the next trigger
term.
Otherwise, determine the scope of the trigger term and assign the

appropriate contextual property value to all indexed clinical
conditions within the scope of the trigger term.



ConText: triggers

|dentify all trigger terms:
“no” and “denies,”
for hypothetical, “if" and “should,”
for historical, “history” and “status post,”
and for other, “family history” and “mother’s.”

The total number of trigger terms used by the current version of

ConText is: 143 for negated, 10 for historical, 11 for hypothetical, and
26 for other

pseudo-triggers

terms that contain trigger terms but do not act as contextual property
triggers

To avoid false positives, “History exam” is included in the list of
pseudo-triggers for historical.

In the current version of ConText there are 17 pseudo-triggers for
negated (e.g., “no increase,” “not cause”), 17 pseudo-triggers for
historical (e.g., “social history,” “poor history”), four pseudo-triggers for
hypothetical (e.g., “if negative,” “know if’), and 18 pseudo-triggers for
other (e.g., “by her husband,” “by his brother”)



Querying indexed data

APR . . . .
] Basic interface functionality
o | e e Hm filtering search results and

reporting of history.

Limitations:

Partial data available.

No definition of terms apply.
Limitations syntactic and
semantic indexing terms.




Insert query term

BEOW
Teat Query
Query Input
Query term: linfo | [ Select Terms
Known tems:
BEW
Teat Cuery
Guery Input
Guery term:  Info [ T ]
informa
Knowntems: | linfocttos
lirfocitosis
lirfopralferativa
linfomatosa
lirfomatosa




Simple results

Query Output
Historial Sexo Edad Mota  Tipo de Mota Fecha Ingresaos Diagnadsticos Rark | =

[ 4 20 ITC Hematologia 21/06/2009 12:32
38 Antecedertes Personales 151272009 10:27
43 Evolucidn Méd Hos 181272009 14:08
M [TC Hematologia 17112009 1434
8 Evolucian Méd Hos 04,/05/2009 15:21

38766232 |H 47 e Evolucidn Méd Cex 30/09/2009 7.07 |2 5

78 Pr Complement Cex 24/09/200510:18
68 Anamnesis Cex 191272005 1:.00
72 Comentario Enf Hos 11012010 19:25
37 Anamnesis Cex 17/03/2009 12:31
39 Comentario Enf Hos 141272005 21:04
29 Evolucién Méd Hos 191172005 14:00
16 Pr Complemert Hos 181272009 13:53
95 Res situacion Cex 21/10-2008 1516
Anamnesis Hos 25/06/2009 13:32
66 Anamnesis Cex 18/06/2005 5.32
75 Tratamiento Cex 02/09/2009 10:19
23 Comentario Enf Hos 15/11/2009 7:20
5 | Anamnesis Cex 24/02/2009 11:39 [ ]
56 Mota de Urgencias 121272008 23.56




Make information easy accesible
|ng‘/7 Diagnésticos Rark

Fecha Ingresos Diagnasticos Fa o 2 ¥ s |
. - Ingresos:
24/02/2003 11:39 | 31/03/2011 0:00:00 - 14/04/2011 0:00:00
29/09/2008 11:30 11,/05/2011 0:00:00 - 21/05/2011 0:00:00
23/06/2009 12:30
15/12/2009 10:34 /7. "
sticos Rark Fitering Options
07/04/2010 16:43 5 |
1 |
08/06/200313:36 5 | Diagnésticos: '
21/05/2009 1232 | ENFERMEDAD DE HODGKIN NEOM.SITIO NEOM
HIPOTIROIDISMO ADQUIRIDO.NEOM
11/01/2010 19:25 0| ELEVACION TRANSAMINASA O LACTODESHIDROGENASA NEOM
28/06/2009 1318 5| ANEMIA APLASICA.OTRA
e —— - MUCOSITIS (ULCERATIVA) POR TERAPIA ANTINEOPLASICA (E)

ﬁmamne&s e 247U LU | 103 U|
8" | Evolucién Méd Hos 04/05/2009 15:21 | ‘
g | Bien.

10 Desde ayer, inicio de fleman dentario en premolar sup derecho con pericdentitis evidente, Pauto amoxi-clavulanico.

16| Pte de completar estudio de hepatitis C y posible linforna. Falta genotipoe de VHC y crioglobulinas. Repito peticidn.
17 Los cirujanos no creen rentable biopsia de adenopatia axilar.

Hablar mafiana con Hematologia para M.O.
a R e e o 0= i s e e e b e e




Filtering

Interactive filtering data:
Initially on history data.
It is possible to extend it to the income data and

diagnostics.

You can include aggregate information on selected
items / removed, to help filter run:

Diagnostic statistics.

Campo Min M Visual presentation of histograms.




Tags cloud

bilateral
cas heterocigosis antecedent
centr hiperecogen progres habitual analisis
comentari identific rutinari (Jerech progenitor gonzalez actual

seguimient enfermed cerebra| dat predomini exon

"me¢hered gngiomiolipompblancre=er
hlpéiﬂgggrlg esclerosis secuenci
i mamodul ra g | portador

indic trastorn fach

hamartomrealiz - I
izquierd tres herman t u be rIeS|0n rlesg
padr sustanci "

comportlineal tsc m UtaC|on Com pat
tszprueb estudi individu inform alter
localiz variant SOliCitgen tambipacient ecogen

contr migracion varon son corticosubcorticalnormal
deb moment 5fect neuronal displas

detect nacimient discret
diaz



Conclusions

- EHR analysis and evidence-based decisions in hospitals
need the adoption of this technologies.

- Efforts in adopting NLP techniques in Biomedicine should
be done.

- Image annotation techniques are required
- Integration of image annotation and text processing



: ﬁ CAMPUS . centro de
B o, onclusions
[ZeliZeN[lery | 'NTERNACIONAL biomédica

“Ingeniames el futuro

Improvement of NLP process

Improvement of negation detection algorithms to include
more contextual information.

Generation of new algorithms applied to clinical conditions
and their relationships.

Application of data mining techniques to extract
knowledge from the system.



Conclusions

Health domain is generating huge of complex data
Integrated methods (hw and sw ) are required

Mining clinical notes and Automatic Image annotation
(AlA) very challenging research area. There are several
major ISsues:

1.- High dimensional feature analysis.

2.- How to build an effective annotation model?

3.- How to rank images/texts within each of the categories?

4.- Lack of standard vocabulary and taxonomy for annotation.
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